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Abstract 

There have been tremendous advances in artificial intelligence and machine learning 

within the past decade, especially in the application of deep learning to various 

challenges. These include advanced competitive games (such as Chess and Go), self-

driving cars, speech recognition, and intelligent personal assistants. Rapid advances in 

computer vision for recognition of objects in pictures have led some individuals, 

including computer science experts and health care system experts in machine 

learning, to make predictions that machine learning algorithms will soon lead to the 

replacement of the radiologist. However, there are complex technological, regulatory, 

and medicolegal obstacles facing the implementation of machine learning in radiology 

that will definitely preclude replacement of the radiologist by these algorithms within the 

next two decades and beyond. While not a comprehensive review of machine learning, 

this article is intended to highlight specific features of machine learning where it faces 

significant technological and health care systems challenges. Rather than replacing 

radiologists, machine learning will provide quantitative tools that will increase the value 

of diagnostic imaging as a biomarker, increase image quality with decreased acquisition 

times, and improve workflow, communication, and patient safety. In the foreseeable 

future, we predict that today's generation of radiologists will be replaced not by machine 

learning algorithms, but by a new breed of data science-savvy radiologists who have 

embraced and harnessed the incredible potential that machine learning has to advance 

our ability to care for our patients. In this way, radiology will remain a viable medical 

specialty for years to come. 
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Introduction 

 
Recent articles in the medical and lay press have underscored the tremendous progress 

made in “artificial intelligence”, and raised the prospect that computers, using machine 

learning algorithms, will soon replace radiologists [1,2].  As recently as 2016, Geoffrey 

Hinton - founder of the branch of machine learning known as “deep learning” – was 

quite emphatic in stating this perspective, recently stating, “I think that if you work as a 

radiologist you are like Wile E. Coyote in the cartoon.  You’re already over the edge of 

the cliff, but you haven’t yet looked down.  There’s no ground underneath.  It’s just 

completely obvious that in five years deep learning is going to do better than 

radiologists.  It might be ten years” [2].  At that time, Hinton clearly indicated that 

machine learning would be a disruptive technology for radiologists.  As described in 

Christiansen’s seminal work [3], there are three essential characteristics of a disruptive 

technology, each of which is satisfied or could potentially be satisfied by machine 

learning [Table 1].  Since machine learning appears to fulfill these three essential 

characteristics, one could conclude that machine learning represents a disruptive 

technology.  However, more recent work by Christiansen et al. suggests that there are 

two other criteria defining a disruptive technology [4].  These include: 1) the presence of 

only a low-end foothold or a new market foothold in the industry; and 2) the unknowing 

or deliberate ignorance of the new technology by the incumbent leaders in the industry.  

As indicated later in this article, we believe that neither of these latter two criteria is met 

by machine learning in radiology.  With respect to machine learning, it now appears that 
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leading radiology organizations have begun to adopt strategies for handling this 

potentially disruptive technology [5]. 

 

In 2016, Chockley (a medical student) and Emanuel (an internal medicine physician and 

“Obamacare” architect) identified three threats to the future practice of diagnostic 

imaging, with machine learning singled out as the “ultimate threat” [6].  They made the 

following two assertions: 1) “machine learning will become a powerful force in radiology 

in the next 5 to 10 years, not in multiple decades”; and 2) “indeed, in a few years there 

may [be] no specialty called radiology” [6].  If they meant that the computer will largely 

replace the radiologist in 5 to 10 years (as implied in their work), then we completely 

disagree and believe that this is an ill-informed prediction borne out of a lack of domain 

knowledge of radiology.  Their view reflects a fundamental misunderstanding of the 

nature of the work performed by radiologists, as well as a lack of appreciation of exactly 

how difficult it will be for machine learning to replace the wide variety of imaging 

interpretation and patient care tasks inherent in the practice of radiology.  We note that 

the specter of a future in which radiologists are no longer needed to provide image 

interpretation services has seriously alarmed forward-thinking medical students, 

radiology residents and fellows, impelling some to ask if they should quit or avoid 

radiology residency because of the risk of not getting a job after residency [7,8].  

Indeed, that fear could potentially damage the radiology profession by discouraging 

talented medical students from choosing radiology as their future career.  We seek to 

allay such fear by careful examination of the recent developments in machine learning, 
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and by detailed evaluation of the kind of technological development necessary to render 

the broad range of radiologic diagnosis.  Specifically, there are two fundamental 

sources of misunderstanding that lead many individuals to conclude that radiologists 

can be easily replaced by machine learning.   

 

Misunderstanding #1: Machine learning can easily absorb and process the wide 

variation of information and ambiguity inherent in interpretation of medical images. 

 

Remarkable achievements have been made in machine learning such as the impressive 

computer vision performance on identification of objects in everyday pictures from the 

Stanford ImageNet challenge [9] and the victory of Google’s AlphaGo over the 2016 

human champion of Go [10].  Computer scientists cite these accomplishments to assert 

that unsupervised machine learning will soon be rendering medical imaging findings and 

diagnoses. However, board games such as “Go” focus on a very “narrow” artificial 

intelligence task where a winning versus losing status can be assessed, whereas 

medical imaging is associated with far greater amount of ambiguity, and a larger variety 

of features, classifications, and outputs. It is also likely that thousands of “narrow” 

algorithms based on separate large, well-annotated databases will be required for a 

computer to begin to compete with a radiologist for comprehensive diagnostic 

assessment of even a single modality covering a single anatomic region of the body.   
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Advances in self-reinforcement learning have led to substantial further improvements in 

“AlphaGo” resulting in “AlphaGoZero” which utilizes an approach in which the computer 

is provided with the basic rules of the game and learns by playing itself large numbers 

of games rather than learning by analyzing the play of human experts [11].  Although 

possible in games with simple defined rules such as Go or chess, analogous self-

reinforcement learning is not so easily attainable in radiology, given the lack of a simple 

set of rules of the “radiology game” to allow this sort of self-play.  Barring an unforeseen 

major technological breakthrough, it is likely that human annotation and guidance will 

likely be necessary at multiple stages in the development of machine learning in 

medical imaging, augmented by increases in computing power and conceptual 

advances in artificial intelligence.  This pattern is exemplified by the technological 

development of the Google Translate app in which significant conceptual advances in 

machine learning-based language translation needed to be made by computer 

scientists, who then were able to render the sequential and contextual information 

inherent in languages far more amenable to deep neural networks [1]. 

 

Misunderstanding #2: Computer-aided detection and computer-aided diagnosis is an 

immediate technological precursor to machine learning algorithms. 

 

Chockley and Emanuel cite the current performance of computer-aided detection 

(CADe) and computer-aided diagnosis (CADx) in various areas of radiology - including 
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the field of mammography – as evidence of success stories, with machine learning 

“working as well as or better than the experienced radiologist”.  Indeed, many papers 

and presentations describing CAD systems in mammography have claimed a 

performance level in lesion detection similar to that of an experienced radiologist 

[12,13,14].  Based on that research, CAD was approved by the Food and Drug 

Administration (FDA) for use with mammography and has been widely introduced into 

radiology practices across the U.S. as an adjunctive technology for mammography [15].  

However, in spite of its widespread use for the past decade, it has not been shown to 

improve detection rates in academic settings, and it is unclear whether or not CAD 

improves the detection rate of invasive breast carcinoma in community practice [16]. In 

addition, the use of CAD can be detrimental if its limitations are not understood [17]. 

While review of mammographic images with adjunctive CAD would likely be considered 

the de facto standard of care in community mammography practice [18], we note that 

CAD systems have not replaced the practicing radiologist.  In practice, survey data 

suggests that more than half (~62%) of radiologists have never or rarely changed their 

report as a result of CAD findings in mammography, and about a third of radiologists 

never or rarely use the findings generated by CAD [19].  There has been initial 

demonstration of a machine learning tool to help separate high-risk breast lesions that 

are more likely to become cancerous from those that are at lower risk [20]. However, we 

know of no CAD program in clinical use that continually receives feedback about its 

diagnostic performance – a task that is essential to learning from experience.  Finally, 

we are not aware of any mammography CAD/machine learning software program that 

formally compares a prior mammogram to a current mammogram, just as a human 
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reader would do.  Yet, comparison with prior imaging studies remains a fundamental 

diagnostic task in mammography and radiology, especially in assessment of interval 

change. 

 

What is machine learning? 

The term “machine learning” encompasses a variety of advanced iterative statistical 

methods used to discover patterns in data and although inherently non-linear, is based 

heavily on linear algebra data structures.  It can be utilized to help to improve prediction 

performance, dynamically adjusting the output model when the data change over time.  

Historically, there have been two very broad groupings of artificial intelligence applied to 

cognitive problems in everyday human work issues.  The first is expert systems, in 

which software programs are constructed to mimic human performance, based upon 

rules that were derived from “experts” by the programmer.  An example of this was the 

medical diagnostic program “Internist I”, which was designed to capture the expertise of 

the chairman of internal medicine at the University of Pittsburgh School of Medicine, Dr. 

Jack Myers [21].  The second is machine learning, in which the most recent advances in 

computer vision and speech recognition have come from a form of machine learning 

known as “deep learning”, which uses a technique known as convolutional neural 

networks, and is based on a set of algorithms that attempt to model high level 

abstractions in data.  Neural networks use a variety of approaches loosely based on 

what are referred to as interconnected cells, analogous to the inter-neurons of the 

human nervous system. 
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Convolutional neural networks (CNNs) are a special type of neural network that is 

optimized for image pattern recognition [22].  Unlike other types of artificial neural 

networks (ANNs), the majority of nodes (neurons) in a CNN are only connected to a 

subset of other nodes, particularly those in closer proximity in an image which enhances 

their ability to recognize local features of an image.  In brief, a CNN consists of multiple 

layers between the input and output layers [Figure 1].  The main building blocks are the 

convolution layer which can be thought of a series of adjustable image filters that can 

emphasize or de-emphasize certain aspects of an image such as borders, colors, noise, 

and texture.  Each of multiple convolution layers within a CNN is followed by a pooling 

layer which serves to reduce the number of parameters.  For example, the commonly 

used technique referred to as “max pooling” simply chooses the maximum pixel value 

within each small portion of an image and assigns all pixels to that value.  The final 

layer of a CNN is a fully connected one similar to other types of artificial neural 

networks. 

 

The term “AI” is currently commonly utilized in medical imaging in both the lay and 

scientific literature to refer to machine learning (ML) in general and CNNs specifically.  

Although the architecture of both CAD programs and ML-based algorithms are designed 

by humans, the essential discriminatory functions of the AI algorithms emerge directly 

from the data, and, unlike CAD, do not require humans to identify and compute the 

critical features [23].  This emergence of algorithms from the data is what prompted 

Wired magazine to suggest that machine learning may represent "the end of code" [24].  
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Specifically, the algorithms to predict such things as the presence of an intracranial 

bleed, or malignancy in a prostate MRI study will emerge directly from the “learned”, 

iteratively adjusted values of the nodes in a CNN.  Those values themselves represent 

the trained model and the “training” continues with the introduction of each annotated 

dataset.  Although inputs to CNNs are not always raw images (and may be segmented 

and co-registered prior to classification), the many steps such as feature extraction, 

segmentation, registration, and statistical analysis utilized by the previous generation of 

so called CAD (Computer Aided Detection or Computer Aided Diagnosis) software are 

not required.  Both AI and CAD techniques can be utilized to develop medical imaging 

software, but AI algorithms typically require much more annotated data but then 

subsequently take much less time to develop using fewer steps.  Most developers 

previously utilizing these more human understandable basic steps have made the 

transition to the use of CNNs. Creation of a machine learning model can be performed 

much faster (e.g. 5 to 6 days rather than 5 to 6 months or years) than traditional 

computer aided detection and diagnosis (CADe/CADx).   

 

The nature of learning in machine learning can be confused with that associated with 

humans.   Machine learning has been defined as “algorithm-driven learning by 

computers such that the machine’s performance improves with greater experience” and 

indicated that it “involves the construction of algorithms that learn from data and make 

predictions on the basis of those data [6].”  Although this definition may imply a type of 

self-reinforcement learning “with greater experience”, in actuality, these algorithms in 
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diagnostic imaging have improved largely by the addition of annotated data based on 

human review or patient outcome information, rather than repetitive application of work-

in-progress. This is a fundamental difference between the use of machine learning in 

strategy games such as Chess and Go in which there are well defined parameters of 

success.   The current regulatory constraint on progressive learning of these algorithms 

is that clearance of these products has been based on a well-defined training and test 

set.  Within a clinical practice, there is not currently agreement by the FDA from a 

regulatory perspective for the system to continue to improve using additional local 

patient data as would be the case with a radiologist.  As is true of other related 

statistical techniques such as linear regression, additional “processed” data are required 

to enhance the model rather than simply “learning from experience” per se.  Therefore, 

computers remain far less efficient than humans at learning and generalizing concepts 

from a relatively small dataset.  This has been mitigated somewhat by techniques such 

as transfer learning which takes patterns learned from a related task as a starting point 

effectively kickstarting the training (also known as “one-shot learning”) that takes 

advantage of existing knowledge to train using just a single or very few examples [25]. 

 

Will a machine learning system soon be capable of replicating the work of a radiologist? 
 
Major technological developments in machine learning have been made over the last 

few years, including advances in deep learning algorithms, further advances in GPU 

(Graphics Processing Units) speed and memory, and the exponential growth of 

corporate investment.  However, there are several independent factors which suggest 
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that successful replacement of the radiologist’s work is likely to be substantially more 

difficult than is currently envisioned by some non-radiologist health care experts and 

computer science futurists.  These potential challenges are based upon unique aspects 

of the radiologic image, the visual processing capability of the radiologist, and the role of 

the radiologist in maximizing and maintaining clinical relevance in image interpretation.  

In particular, the job of the radiologist is not simply to detect findings related to various 

imaging studies, but to determine “what is wrong with this picture” and help determine 

the future course of action in the diagnostic evaluation and therapeutic decision-making.  

Determining “what is wrong with this picture” is a much harder task that extends far 

beyond the capabilities of the current generation of computer vision systems.  

Contextualization of the imaging information in diagnostic evaluation and therapeutic 

decision-making may be an even more difficult task to replicate. 

 

A major challenge for machine learning algorithms is the greater technical complexity of 

the radiologic image as compared to those images typically used in object-recognition 

tests for computer “visualization”.  In addition to the differing imaging modalities, this 

complexity includes a wide variety of manifestations of normal and pathological findings, 

multiple sequential images in a cross sectional/volumetric dataset, with much higher 

complexity of data and raw number of pixels/voxels in medical images.  It also includes 

a high level of ambiguity and difficulty in annotation that is not inherent in the ImageNet 

challenges that have used common objects such as dogs, cats, bikes, cars, etc.  

Another major technical challenge is the development of a “reasonable” detection rate 
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of abnormalities without an excessive rate of false-positive findings as compared with 

human performance.  For more than 20 years, CAD and CADx programs, such as those 

used to detect lung nodules or breast masses, have been fraught with the issue of 

frequent false-positive findings (i.e., low specificity) and we suggest that this problem 

may also be an intrinsic problem for deep learning algorithms [22,26].  This problem is 

further complicated by: 1) the multiple classes of imaging abnormalities detected on 

diagnostic imaging studies; 2) the time and expense associated with the collection of 

large annotated datasets (such as ChestX-ray14 and the Cancer Imaging Archive) 

required for deep learning, of which a fair number are available in the public domain [27, 

28], but many more are needed [29];  3) the difficulties associated with ensuring 

sufficient, detailed image annotation; and 4) the rapid changes in imaging technology 

(e.g., 2D to 3D mammography tomosynthesis) that makes a multi-year annotation effect 

obsolete due to major technological improvements in imaging modalities.  All of these 

challenges must be addressed before machine learning could replicate the work of a 

radiologist. 

 

What are the technical details underlying challenges in object recognition and 

identification of abnormalities on diagnostic imaging studies? 

First, it is true that computers with deep learning algorithms have approached human 

levels of performance in object recognition – as demonstrated in the Stanford ImageNet 

Large Scale Visual Recognition Competition (ILSVRC) [9].  However, object recognition 

is a necessary but not sufficient prerequisite to performing this task on medical imaging 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



www.manaraa.com

BJR
 UNCORRECTED PROOFS

   

 

studies.  The set of validation images used in the ILSVRC are characterized by lower 

resolution, fewer classes and instances of objects per image, and larger objects, as 

compared to those features on the typical medical image used for diagnostic purposes.  

Stated in another way, the task of object recognition on medical images is far more 

difficult because the objects (i.e., imaging findings) are more numerous, more varied, 

and far more complex than those on the standard test images for the ILSVRC.  The 

issues of greater resolution, increased frequency of objects per unit space, and wider 

variety of object shapes and characteristics on medical images together pose a far 

greater challenge for computer-based object recognition than those posed by simple 

recognition of discrete objects.  Medical evaluation of imaging findings typically requires 

analysis of multiple features, requiring several levels of analysis beyond object detection 

and classification (extending beyond the classic visual task of discriminating “dog 

versus cat)”. Unless this learning algorithm can be trained with hundreds or thousands 

of additional algorithms to distinguish varying features of a recognized object, it will not 

yield any useful information about such questions.  In the medical imaging realm, many 

kinds of imaging pathology require detailed analysis of a combination of features, likely 

requiring a greater degree of testing and validation, as well as an ensemble of multiple 

narrow algorithms.  However, we recognize that focused applications of deep learning 

to specific medical imaging problems have already been devised and evaluated, 

especially in the fields of cardiothoracic imaging and breast imaging [30,31].   
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In order for a machine learning system to replicate fully the multi-factorial nature of the 

radiologist’s assessment of an image, for example, a chest radiograph, it will likely need 

to be trained not by a single large dataset (containing many disparate types of 

radiographic abnormalities), but by the presentation of multiple datasets that specifically 

reinforce the learning associated with each class of imaging abnormalities (such as 

cardiac, mediastinal, pulmonary, and osseous) as well as additional datasets with 

various important subclasses of imaging abnormalities (for example, congenital heart 

disease).  The final aggregate of the multiple datasets for chest radiographic images will 

need to be extremely large and extensively annotated, in order to ensure that the 

computer’s experience matches both the depth and breadth of the radiologist’s 

knowledge.  Of course, a less ambitious training approach could be devised to ascertain 

whether a radiograph is normal or abnormal for triage purposes, but this approach 

would not replicate the bandwidth and detailed accuracy of expert performance.  

 

Another major problem is the establishment of a gold standard.  For example, within a 

large dataset of chest radiographs in patients suspected to have tuberculosis, there may 

be variability among several clinical radiologists in image interpretation.  In clinical 

practice, one individual radiologist may want to not miss a case of tuberculosis due to its 

high clinical impact and thus would annotate cases as positive with subtle/non-specific 

findings of TB, while another radiologist may not want to overcall tuberculosis and may 

instead look for the more classical signs specific to the disease. Thus, when creating a 

predictive machine learning model, does one attempt to create different radiologist 
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“personas” (e.g., high sensitivity versus high specificity profiles), or predict what a 

specific radiologist will report, or somehow create a middle-of-the-road report or 

“consensus” report?  Alternatively, does the annotation of the final outcome of an 

imaging study get labeled as the actual sputum lab result or the actual clinical outcome?  

If so, then cases that are obviously normal or obviously strongly suggestive of TB will be 

labeled differently due to the clinical outcome.  (In a recent academic study on this topic, 

the combination of sputum results, original radiologist interpretations, and confirmation 

by a single over-reading, expert radiologist was required for inclusion into the pulmonary 

TB database [30].)  Finally, is the task to predict how a specific radiologist performs or 

how an “average” radiologist performs in interpretation of a radiograph or in prediction of 

the clinical outcome?  If the goal is to predict clinical outcome, then issues such as 

prevalence of disease in a particular population may weight too heavily on the 

performance of the system.  All of these questions raise important, clinically relevant 

issues that have not yet been resolved. 

 

In machine learning, the computer’s greatest strength - its abilities to process data 

endlessly and to repeat the same steps without tiring – could also represent a type of 

Achilles’ heel.  This problem is due to the issue of overfitting- defined as the functioning 

of a learning model (or prediction model) that fits so well with its training dataset to the 

extent that it models the statistical noise, fluctuations, biases and errors inherent in the 

dataset, negatively impacting the performance on new data (i.e., diagnostic imaging 

studies not previously presented).  This is more likely to occur in medical imaging than 
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in other computer vision applications due to the relatively large number of categories of 

normal and abnormal findings and limited numbers of annotated training sets.  More 

succinctly, Domingos indicates that overfitting has occurred “when your learner outputs 

a classifier that is 100% accurate on the training data but only 50% accurate on test 

data, when in fact it could have output one that is 75% accurate on both.” [22]   While 

the notion of accuracy in machine learning was relatively simple in the reported studies 

of object recognition, we note that radiology has a rich scientific history of measurement 

of diagnostic accuracy, including the development of receiver-operating characteristic 

(ROC) analysis [32,33,34]  

 

Classifier performance is central to making informed decisions about machine learning 

and yet, the typical use of a single measure of diagnostic accuracy, while simple, is 

inadequate for technical evaluation.   Publications of medical machine learning studies 

are much more informative and rigorous when they utilize ROC analysis because its 

measures of sensitivity and specificity are not dependent on prevalence of disease (as 

is true of accuracy).  In addition, the measure of diagnostic accuracy is typically derived 

from use of a single arbitrary threshold, whereas ROC analysis demonstrates the 

performance using all known threshold values.  However, since the prevalence of a 

disease does affect the performance of any diagnostic classifier, it would also be helpful 

to know the prevalence of the disease in the test population, so that the false-positive 

and false-negative rates could be determined.  Precision, which roughly translates as 

the likelihood that a positive test means that the disease or finding is truly present 
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(otherwise known as the positive predictive value), can demonstrate the relative 

strength or weakness in a classifier for findings or diseases that are low prevalence 

[26,35] 

 

The problem of overfitting in medical imaging is also magnified by the wide variety of 

“odd” shapes of normal structures, and the myriads of anatomic variants related to extra 

or missing anatomical structures (such as accessory ossicles or congenitally absent or 

hypoplastic structures).  This problem is made most evident by considering the 

problems faced by a radiology researcher who is collecting and classifying the many 

types of anatomic structures and abnormalities that are found on chest radiography.  

That researcher would have to obtain images and related data for the computer to 

demonstrate abnormalities of the heart, mediastinum, lungs, bones, pleura, and various 

other structures.  Distinguishing anatomic variants from pathologic entities has been an 

important function of the practicing radiologist, with a whole atlas devoted to helping 

them avoid making a false-positive diagnosis [36]. In other scientific fields, such as the 

field of genomics, there has been recognition of the unacceptably “false-positive” rate 

associated with various kinds of “wild-type” variations that mimic findings associated 

with genetic mutations associated with cancer [37].  In one study of machine learning 

algorithms devoted to this problem, they characterized the types of false-positive errors 

into six different groups and suggested that “feature-based analysis of ‘negative’ or wild-

type positions can be helpful to guide future developments in software” [37].  This is 

akin to the problem with anatomic variants in diagnostic radiology. 
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Because the deep learning approach is highly complex, and because no method has 

been developed that allows a given algorithm to “explain” its reasoning, technology 

experts are generally not able to understand fully the reasons for the algorithm’s 

conclusions, and not able to predict the occurrence and frequency of failure or error in 

performance of the algorithm [38].  Therefore, validation and regulatory approval could 

take more time due to the “black box” nature of machine learning approaches.  

Fortunately, major advances have been made in recent years in illuminating the 

contents of the CNN black box [39].  One such advance, saliency maps, was originally 

proposed in 1998, and is based on the “feature-integration theory” of human visual 

attention [40].  In 2013, two image visualization techniques for visualization inside deep 

convolutional networks were demonstrated, one of which involved saliency maps [41].  

For a given output category value (e.g., a type of interstitial lung disease), saliency 

maps display the pixels of the image (e.g., CT of the thorax) that were most important 

for image classification.  More recently, other more sophisticated techniques have been 

developed that organize non-human interpretable convolution layers into an explanatory 

and potentially interactive graph or image that can be used to speed up the learning 

process and identify inaccuracies or important areas of an image ignored by a CNN 

allowing refinement of the model and improving performance [39,42]  

 

In contrast, CAD algorithms have been developed over several decades, many of which 

are focused on specific clinical imaging problems, and therefore have relatively narrow 
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imaging applications.  Examples of these applications include: 1) fracture detection, 

bone age determination, and bone mineral density quantitation in orthopedic radiology; 

2) brain hemorrhage detection, multiple sclerosis detection and quantitation, and 

regional brain segmentation and volumetry in neuroradiology; and 3) coronary and/or 

carotid artery stenosis evaluation, and cardiac function assessment in cardiovascular 

radiology.  In order for a machine learning system to replicate the performance of a 

radiologist, it would have to incorporate large portfolios of narrow machine learning 

algorithms, each of which has been devised to answer a specific clinical question. The 

use of combinations of algorithms to solve a single narrow machine learning problem or 

problems has been referred to as ensemble methods in machine learning and has been 

successful in winning machine learning competitions on classification of complex 

datasets.  Yet, the integration and orchestration of such a wide and varied array of 

learning algorithms - possibly from several different developers - into a single clinical 

system would likely require substantial amounts of time and effort in validation and 

testing (according to the “no free lunch” theorem of ensemble learning) [43], not to 

mention the potential regulatory challenges.  In the field of artificial intelligence, the “holy 

grail” is to devise a form of “general artificial intelligence,” which could replicate average 

human intelligence.  General artificial intelligence, as opposed to a collection of narrow 

artificial intelligences, could help overcome this technological hurdle.  Unfortunately, the 

majority of computer scientists do not believe that generalized artificial intelligence will 

emerge in the next 20 years, if ever.  However, there are other ways that narrow 

artificial intelligence can help to improve the radiology work process, aside from 

diagnostic interpretation.  There is a wide range of opportunities to increase operational 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



www.manaraa.com

BJR
 UNCORRECTED PROOFS

   

 

efficiency, improve the radiology workflow, and provide decision support to clinicians 

and radiologists. 

 

Is it likely that the job of the practicing radiologist is going to be completely displaced by 

artificial intelligence in the near future? 

Acemoglu and Autor devised a 3 x 2 x 2 matrix model by which “work” can be classified, 

according to whether it is based upon 1) low, medium, or high skills; 2) cognitive or 

manual labor; and 3) routine or non-routine tasks [44].  Based upon their analysis, they 

found two interesting results relevant to a radiologist.  First, the rapid diffusion of new 

technologies which substitute capital for labor – such as computerization - resulted in 

decreased demand for work based upon routine tasks. This effect was present whether 

the work is cognitive or manual, but was predominantly found among workers with 

medium skill levels.  Interestingly, the types of workers found to be more resistant to job 

displacement included financial analysts (a non-routine, cognitive job) and hairdressers 

(a non-routine, manual job).  (We do note that the asset management industry is 

devoting substantial economic resources – even more than that devoted to radiology - 

to incorporate artificial intelligence into financial analysis [45].)  With respect to routine 

interpretation tasks performed by the practicing radiologist, it is likely that a machine 

learning system will soon perform some of the routine image interpretation tasks (for 

example, lung nodule screening or preoperative chest radiography).  However, much of 

radiologists’ highly skilled work tasks, especially in complex image pattern recognition, 

will be more difficult to replicate over at least the next two decades, and therefore will 
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require more time for adequate dataset generation and training, validation, and 

performance testing.  This suggests that those radiologists who have acquired higher 

levels of skills (such as higher degrees of sub-specialization, or greater experience in 

narrow, focused areas of clinical imaging) would be even more resistant to job 

displacement.  Second, “technical change that makes highly skilled workers uniformly 

more productive” results in a lowering of the threshold for task difficulty that separates 

the medium-skill worker and the high-skill worker [44].   Therefore, in the face of 

potential displacement of radiologists from some image interpretation tasks, many 

radiologists will increasingly spend a higher percentage of time on other valuable 

radiology-based tasks.  These radiology-based tasks include those listed in the ACR 3.0 

Initiative, such as: consultation with referring physicians; timely oversight of ongoing 

complex imaging studies; direct patient contact including discussion about test results; 

verification of adherence to national imaging guidelines for proper test ordering; 

participation and data collection for radiology quality initiatives; and timely review of 

radiology-based patient outcomes [46].  The potential shift in the proportion of imaging 

interpretation activities in the daily work of the radiologist is also in keeping with the 

findings of the 2017 McKinsey report on the effects of automation on employment and 

productivity.  While over half of all occupations have at least 30% work activities that 

could be automated, no more than 5% of all occupations could be entirely automated; 

this indicates that far more jobs will change than will be eliminated by automation [47].  

In particular, the report states “high-skill workers who work closely with technology will 

likely be in strong demand, and may be able to take advantage of new opportunities for 

independent work.”  For radiologists, this could potentially include renewed focus on the 
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entire spectrum of patient care in imaging.  It is likely that new kinds of jobs for 

radiologists will arise as a result of machine learning, similar to the way whereby online 

retail activities led to both a decreased need for marketers and sales staff, and a 

tremendous, high demand for data scientists able to perform the data-mining activities 

needed to assess consumer wants and satisfaction.   

 

For some expert radiologists, particularly those situated along the frontiers of their 

radiologic subspecialties, there is also the possibility of being involved with a higher 

proportion of non-routine clinical work, including the interpretation of more complex 

imaging technologies that are found to be much more difficult to encode into a machine 

learning system.  It is far less likely that sufficiently large datasets could be generated to 

provide neural networks the “experience” to answer questions about less common 

clinico-pathologic entities, or to deal with non-routine clinical issues that often arise in 

medical practice.  Therefore, there will remain an important role for the expert 

radiologist who can deal with the non-routine clinical work.  This viewpoint is expressed 

by two experts in information systems and economics: “While computer reasoning from 

predefined rules and inferences from existing examples can address a large share of 

cases, human diagnosticians will still be valuable even after Dr. Watson finishes its 

medical training because of the idiosyncrasies and special cases that inevitably arise.  

Just as it is much harder to create a 100-percent self-driving car than one that merely 

drives in normal conditions on a highway, creating a machine-based system for 
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covering all possible medical cases is radically more difficult than building one for the 

most common situations.” [48]   

 

Finally, there is significant uncertainty as to whether or not certification by governmental 

regulatory agencies would initially allow these systems to operate autonomously, as 

opposed to requiring oversight by human radiologists.  Similar to the steps established 

for CAD in mammography almost two decades ago, we believe that machine learning 

systems will, for the foreseeable future, be approved only for adjunctive use with 

radiologist oversight, over which time it could become the norm for machines and 

humans to work together in imaging study interpretation.  At first, this may manifest as 

“worklist triage” in which cases suspected to be more likely to be abnormal by a 

machine learning algorithm will be prioritized for human interpretation.   

 

Obtaining regulatory (FDA) clearance will continue to be an arduous process during the 

initial introductory phase of machine learning systems into the clinical care environment, 

because of all the intricate details involved in validation and approval of a plethora of 

machine learning systems.  The FDA will likely need greater time, resources and 

expertise to evaluate a completely different kind of imaging-based technology, and to 

understand the ramifications of a system wherein the underlying work processes – the 

learning algorithms themselves – are relatively opaque (i.e., a “black box”).  Even after 

FDA approval, user acceptance of machine learning systems could be adversely 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



www.manaraa.com

BJR
 UNCORRECTED PROOFS

   

 

affected if systemic errors or deviations are detected than cannot be explained.  This 

suggests that post-market surveillance could become a more important feature with 

these systems.   

 

The FDA’s “Clinical and Patient Decision Support Software draft guidance” issued in 

December 2017 exempts software that provides decision support that merely makes it 

easier to perform simple calculations or retrieval of accessible data. However, deep 

learning applications are thought to be “black box” and thus must be FDA regulated 

[49].  In response to these challenges, the FDA has recently begun to make significant 

strides toward making the clearance process less onerous.  One FDA guidance draft 

document, “Expansion of the Abbreviated 510(k) Program: Demonstrating Substantial 

Equivalence through Performance Criteria” [50] makes 510(k) clearance easier by 

allowing manufacturers to establish “substantial equivalence” functionally using 

performance metrics rather than requiring direct comparison testing and the same 

technology [51].  A few companies have managed to obtain FDA clearance for their 

deep learning-based algorithms related to diagnostic imaging and diagnostic testing.  

Arterys (San Francisco, CA) was the first company to receive clearance by the FDA for 

a deep learning application (for a suite of oncology software for automated 

segmentation of solid tumors on liver CT and MRI scans, and lung CT scans), thereby 

setting a precedent for other applications using CNNs [52].  Also, as of August 2018, the 

FDA has recently approved clinical decision support software for alerting providers of a 
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potential stroke in patients [53], an algorithm for detection of wrist fractures [54] and an 

artificial intelligence-based device to detect certain diabetes-related eye problems [55]. 

 

What is the likely pathway of incorporating machine learning into radiology practice? 

Even if the use of machine learning technology throughout society continues to increase 

exponentially, it is not at all clear that machine learning algorithms in a relatively well-

defined field such as medical imaging will necessarily experience such astronomical 

growth.  Advances in computational speed may only guarantee that the same answer - 

including the wrong answer – could be provided 1000 times faster, unless there are new 

techniques or new insights that emerge with approaches to deeper neural networks or 

future approaches such as Bayesian deep learning networks.  Currently, machine 

learning for various image recognition algorithms requires presentation of many well-

annotated imaging studies by human researchers, who then periodically test each 

algorithm for reliability and accuracy.  Large imaging datasets will need to be developed 

and shared across institutions and radiology practices; this is an activity that requires 

work and trust to overcome technological, institutional, and regulatory barriers.  The 

longstanding requirements of the medical field for high levels of diagnostic accuracy (as 

measured by sensitivity and specificity) and precision in differential diagnosis, will likely 

serve both as important benchmarks by which to judge the usefulness of these 

computer-aided diagnostic algorithms, and as essential “brakes” to the otherwise 

headlong rush to introduce labor-saving technology to reduce costs.  The incorporation 

of these machine learning programs into the medical arena will likely be more gradual 
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than in other sectors such as industrial, financial, chemistry, astronomy, etc., with a 

reasonable likelihood of a monotonic increase in the rate of progress over the years.  

Our healthcare system is a complex adaptive system and change in portions of that 

system – such as in the radiology industry – is typically characterized by “punctuated 

equilibrium” – i.e., relatively long periods of incremental change, interrupted by relatively 

short bursts of intense change [56].  Thus, the one caveat that we make to our 

prediction of gradual incorporation of machine learning would be the advent of an earth-

shattering technological innovation in generalized artificial intelligence – such as the 

invention of “the master algorithm,” which is that universal learning algorithm that can be 

applied to disparate fields of knowledge, and yet still make robust, accurate predictions, 

when supplied with sufficient, appropriate data [57].   Only in that case, would we 

suggest that machine learning has become a “10X force” – a change in the business 

force so large that it exceeds the usual competitive influences by an order of magnitude 

[58].  This “sea-change” would then motivate radiologists to prepare for an upcoming 

“strategic inflection point” – that point in time when the old ways of doing business and 

competing in the marketplace are no longer favored, and a new strategic paradigm 

takes over [58].  However, the history of science indicates that the timing of such an 

invention cannot be predicted in advance and likely will not occur any time soon.   

 

In order to support their cognitive processes, current practicing radiologists have 

already learned to incorporate various kinds of technology, including quantitative 

analysis, 3-dimensional imaging display tools, collaborative tools for consultation, and 
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digital imaging resources.  Future artificial intelligence tools hold the promise of further 

expanding the work that radiologists can do, including in the realms of precision 

(personalized) medicine, and in population management.  Rather than replacing 

radiologists, future AI tools could advance the kind of work that radiologists perform; this 

would be in line with the classic IBM Pollyanna Principle: “Machines should work; 

humans should think.” [59,60] At the RSNA 2016 meeting, Keith Dreyer proposed that 

the future model of the radiologist is the “centaur diagnostician”; such a physician would 

team up with the machine learning system to optimize patient care [61].  This idea 

follows the observation that the performance of human-machine teams in playing chess 

could exceed that of a human, or a machine system alone [62]. This partnership would 

yield greater precision and detail in their imaging-based report, including more 

quantitative information and evidence-based recommendations [61].  In addition, this 

could help facilitate advanced visualization techniques, refine clinical-radiologic work 

procedures, and improve the timeliness and quality in communication between the 

radiologist and referring physician, as well as between the radiologist and patient. By 

viewing machine learning systems as a collaborator, not as a competitor, future 

radiologists could benefit from a partnership where the combined performance of the 

radiologist-computer team would likely to be superior to either one alone, and feel 

enriched by the “luxury” of working with the advanced technological support offered by 

machine learning.  In addition, the computer could allow the human to do more of what 

he or she does best – such as judicious use of the cognitive abilities associated with 

curiosity, experimentation, and insight.  Just as in the example of Advanced Chess, it 

seems likely that the ability to work effectively with the computer will become a distinct 
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competitive advantage.  The futurist Kevin Kelly suggests that we cannot race against 

the machines, but that we can race with the machines. His conclusion is even more 

succinct: “You’ll be paid in the future based on how well you work with robots.” [63] This 

whole concept is also being embraced in various industries, as well as in medicine, 

including the explicit re-definition of “AI” by the American Medical Association as 

standing for “augmented intelligence” rather than “artificial intelligence” [64].   

 

We believe it likely that machine-based learning systems will need oversight for a great 

many years because of the potential for occurrence of many different kinds of errors on 

various kinds of imaging studies.  In addition, most current medical imaging algorithms 

are not equipped with the basic knowledge and skills in human anatomy, physiology 

and pathology.  If we do reach a point when we might expect that machine-based 

systems approach the accuracy and reliability of a practicing radiologist, then it will 

become a societal issue as to whether or not diagnoses based solely upon machine 

learning are acceptable.  If this is viewed solely as a technological upgrade, and if 

society has already accepted other innovations such as self-driving cars, then this 

change may not be controversial.  On the other hand, if there is significant adverse 

public reaction to the loss of human interaction in the realm of medicine, then it is 

possible that radiologists may not be displaced for a very long time, if at all.  Along 

these lines, Verghese et al. have issued a strong call for the computer and the physician 

to be working together for the foreseeable future and has given a warning about the 

unintended consequences of the implementation of new technology [65].  
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Given the expected retirement of increasing numbers of baby-boomer radiologists over 

the next two decades and the growing emphasis on screening and maintenance of 

health, it is likely that there will be a need for more radiologists over the next 20 years, 

and that computers will increasingly be regarded by those radiologists as trusted 

partners.  The machine learning systems will be able to help create preliminary reports 

and note additional findings that may not make it into the final report, but, as is true of 

CAD today, computers would not be primarily responsible for the final reports.  There 

will be a requirement for much more academic work to be done by human radiologists, 

including knowledge sharing and transfer learning, even before reaching the stage 

where the machine-based learning programs can become true partners in the imaging 

interpretation process [66,67].  Over the last few years, the RSNA R&E Foundation has 

received an increasing number of submissions of research and education grant 

applications (one in 2015, 3 in 2016, 9 in 2017, and 27 in 2018) which involve the 

development of artificial intelligence in radiology, including machine learning [68]. In 

addition to educational offerings at various universities in the U.S. and around the world 

(whether as part of degree-granting programs, certificate-based programs, or online 

training), there are also several developmental opportunities for physicians (whether 

internships or jobs) at various technology-based corporations in the U.S.  The 

involvement of radiologists in machine-based learning in radiology will be critical in 

assuring that the care of future patients is not compromised by errors of commission or 

omission.  While not yet part of the radiology curriculum for trainees, it is not hard to 

imagine that training in radiology informatics is likely to become an even more central 
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component of radiology residency education.  The first step has been taken by 

organized radiology with the development of a specific training program in radiology 

informatics geared towards fourth-year radiology residents that was funded by the AUR 

and is co-sponsored by RSNA and SIIM [69].  In the U.S., curricular issues in radiology 

education are still governed by the ABR, but educational initiatives to incorporate 

informatics training for all radiology trainees are likely to be in line with future 

developments in diagnostic imaging.  Current practicing radiologists will also need to be 

proactive in ensuring that they are full partners in these endeavors, rather than serving 

as “hand-maidens” to the other investigators who “just want their images labeled”. For 

those individuals wishing to learn more about machine learning without having to 

abandon busy clinical careers for any length of time, there are several recommended, 

online courses offered by various academic institutions (including Stanford, MIT and 

Columbia) and by certain corporate entities (including Google and Nvidia) that have 

been available to the public at no charge [70].  Academic medical centers and other 

radiology organizations will need to provide environments where radiologists, machine 

learning experts, and other computer scientists can interact on a continual basis.  As 

Davenport and Dreyer point out: “If the predicted improvements in deep learning image 

analysis are realized, then providers, patients, and payers will gravitate toward the 

radiologists who have figured out how to work effectively alongside AI.” [71] Along those 

lines, we find that the creation of the ACR Data Science Institute is a strong indication 

that radiology organizations have recognized machine learning as a potential disruptive 

technology and are getting prepared to respond to this threat by investing resources to 

help develop, adapt, and deploy this new technology in the radiology workspace over 
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the coming years [72].  In addition, several radiology-based organizations have started 

collaborations with major technology companies to develop machine learning algorithms 

and platforms [73,74,75].  We believe that this is just the beginning of a major trend in 

radiology, and that it behooves radiologists to participate in such endeavors for the 

betterment of radiology practice and the welfare of the patients that we serve. 

 

Conclusion 

We agree that machine learning will continue to make major advances in radiology over 

the next 5 to 10 years, but we completely disagree that there is any real possibility that 

radiologists will be replaced in that time frame, or even during the careers of our current 

trainees.  In spite of all the advances of machine learning in the fields of self-driving 

cars, robotic surgery, and language translation, we believe that the work performed by 

radiologists is more complex than is thought by non-radiologists, and therefore more 

difficult to replicate by machine learning.  The emergence of deep learning algorithms 

will help radiologists to broaden the kinds of activities that establish their value in clinical 

care (such as routinely providing quantitative analysis), and to enhance the proportion 

of cognitive work (e.g., formulation of diagnosis) relative to visual search work (e.g., 

detection of imaging abnormalities).  Imaging modalities will increasingly utilize deep 

learning to reduce image noise and enhance image quality overall. Since the potential 

for disruption of the radiology industry by machine learning does remain latent, it would 

be wise for various radiology organizations - especially academic institutions - to 

participate in research and development of this technology, and not leave the arena 
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solely to corporate entities in the information technology sphere.  While the economic 

environment of healthcare will continue to bring change to the practice of medicine and 

radiology, we believe that machine learning will not bring about the imminent doom of 

the radiologist.  Instead, we foresee an intellectually vibrant future in which radiologists 

will continue to thrive professionally and benefit substantially from increasingly 

sophisticated and useful machine learning systems over the next few decades.  

Therefore, we would certainly encourage medical students and others interested in 

radiology as a profession – especially those with expertise in computer science - to 

pursue, enjoy, and look forward to a long career in diagnostic radiology, nuclear 

medicine, molecular imaging, and/or interventional radiology.  This would provide 

benefits not only for the practitioners of diagnostic radiology, but even more importantly 

for our patients and for society. 
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Figure 1.  A portion of the input (image) is passed to each successive pair of convolutional/pooling layers 

(filter/parameter reducers) with several convolution and pooling layers added before an output 

(prediction) is made.  Initial layers tend to represent general features such as edges and colors and later 

layers represent features of increasing complexity, such as corners, and then textures, followed by even 

complex features such as a snout or whiskers, and finally entire objects such as a dog or cat.  Finally, 

there is a “fully connected layer” that flattens input from other layers transforming them into a decision 

on whether the output belongs to a certain class (e.g., dog vs. cat).   Errors in classification in a training 

set are then “back-propagated” to modify and/or update the filters so that overall errors are minimized. 

Figure 1
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Figure 1 Click here to access/download;Figure;Figure 1 BJR.jpg

http://www.editorialmanager.com/bjr/download.aspx?id=595439&guid=505ce9e5-b2ec-450b-b9b6-b946220fe5d6&scheme=1
http://www.editorialmanager.com/bjr/download.aspx?id=595439&guid=505ce9e5-b2ec-450b-b9b6-b946220fe5d6&scheme=1


www.manaraa.com

BJR
 UNCORRECTED PROOFS

Table 1: Three Fundamental Characteristics of a Disruptive Technology (as related to 

machine learning) 

 
 

Key Characteristics of Disruptive 
Technology 
 

Is this true of machine learning and why? 

The overall performance level offered by 
early versions of the disruptive technology 
is far inferior to the current technology. 

Partially true.  As of 2018, there is no 
version of a machine learning algorithm 
whose performance can match the 
accuracy and breadth of a human 
radiologist. 

The customers currently served by the 
incumbent industry leaders often provide 
little (or even negative) feedback about the 
value of the new technology. 

True.  No one in the current generation of 
clinicians is requesting that radiology 
interpretations be provided solely by 
machine learning systems. 

The customers who benefit most from the 
emergence of a new technology with 
inferior performance characteristics are 
often different from the ones currently 
served by the market leaders. 

Probably true.  Initial customers for 
machine learning systems have not yet 
been identified, although they may include 
clinicians (or hospitals) from developing 
nations, research subjects from population 
health studies, or large corporations with 
preventive health imaging needs. 
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